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**Apstrakt**

Razvoj softvera prolazi kroz suštinsku transformaciju zahvaljujući integraciji veštačke inteligencije (AI). Ova teza istražuje kako VI redefiniše softversko inženjerstvo kroz automatizaciju kodiranja, optimizaciju razvoja, poboljšanje testiranja i unapređenje održavanja softverskih sistema. Analizira se uticaj mašinskog učenja, generativnih modela i inteligentnih alata na produktivnost programera, kvalitet softverskih proizvoda i efikasnost razvojnih procesa. Posebna pažnja posvećena je etičkim izazovima, sigurnosnim rizicima i promenama u tradicionalnim ulogama unutar softverske indus- trije. Na osnovu analize najnovijih tehnologija i studija slučaja, rad zaključuje da VI ne samo da ubrzava razvoj softvera već i postavlja temelje za novu paradigmu u ovoj oblasti.
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# UVOD

Veštačka inteligencija (AI) postala je jedan od najvažnijih fenomena savremenog doba, značajno utičući na brojne aspekte ljudskog života, uključujući i oblast razvoja softvera. Razvoj sof- tverskog inženjeringa tokom decenija prolazio je kroz mnoge faze, od ručnog kodiranja do automatizacije procesa, ali dolazak veštačke inteligencije označio je revolucionarni trenutak u ovoj industriji. Sve veća primena AI tehnologija u razvoju softverskih rešenja ne samo da menja način na koji se softver razvija, već i redefiniše ulogu samih programera i njihovih alata. U trenutku kada brzina i kvalitet isporučenog koda postaju ključni faktori u tržišnoj konku- renciji, veštačka inteligencija se nameće kao ključni saveznik u unapređenju produktivnosti i kvaliteta softverskih rešenja.

Razumevanje značaja AI-a u softverskom razvoju počinje od uvida u njenu sposobnost da transformiše procese koji su do sada bili zasnovani isključivo na ljudskoj intervenciji. Veštačka inteligencija, oslanjajući se na tehnike poput mašinskog učenja, dubokog učenja i obrade pri- rodnog jezika, omogućava automatizaciju zadataka koji su ranije zahtevali značajno ljudsko angažovanje. Ovo uključuje pisanje, testiranje i optimizaciju koda, kao i otkrivanje grešaka i predlaganje rešenja u realnom vremenu. AI alati ne samo da olakšavaju rad programerima već i omogućavaju timovima da se fokusiraju na složenije aspekte razvoja, povećavajući kreativnost i inovativnost. Ova promena ima dubok uticaj na produktivnost, jer se vreme potrebno za realizaciju kompleksnih softverskih projekata značajno smanjuje.

Istovremeno, uloga veštačke inteligencije u poboljšanju kvaliteta softverskih rešenja ne može se zanemariti. Tradicionalni procesi testiranja i verifikacije koda često su bili dugotrajni i podlož- ni greškama usled ljudskog faktora. AI alati, međutim, pružaju mogućnost detaljnije analize koda, prepoznavanja potencijalnih sigurnosnih ranjivosti i predviđanja problema pre nego što oni postanu ozbiljan izazov. Na taj način se ne samo smanjuje broj grešaka u finalnim proi- zvodima već i unapređuje ukupni kvalitet isporučenog softvera, što ima direktan uticaj na korisničko iskustvo i reputaciju softverskih kompanija.

Razvoj veštačke inteligencije u softverskom inženjeringu nije samo tehnološki fenomen, već i društveni, ekonomski i etički izazov. Pitanja koja se postavljaju u vezi sa sigurnošću i transparentnošću AI sistema, kao i njihovim uticajem na tržište rada, zahtevaju duboko promišljanje. Dok AI alati omogućavaju programerima da postanu produktivniji, postavlja se pitanje kakva će biti njihova uloga u budućnosti, kada se algoritmi razviju do tačke gde će moći da preuzmu značajan deo njihovih trenutnih zadataka. Ova dilema otvara prostor za raspravu o tome kako obrazovni sistemi, industrija i društvo mogu da se prilagode novim realnostima, gde će veštačka inteligencija igrati sve centralniju ulogu.

Osim tehničkih i društvenih aspekata, važan segment istraživanja odnosi se i na etiku u razvoju AI alata za programiranje. Automatizacija koda i primena algoritama za generisanje softverskih rešenja postavljaju pitanje odgovornosti za eventualne greške ili zloupotrebe takvih sistema. Dok AI alati omogućavaju generisanje koda u rekordnom vremenu, postavlja se pitanje kvaliteta i pouzdanosti tog koda, posebno kada se koristi u kritičnim aplikacijama, poput finansijskih sistema, zdravstvene industrije ili bezbednosnih sistema. Stoga se sve više pažnje posvećuje razvoju pravila, standarda i regulativa koje bi obezbedile odgovorno korišćenje AI tehnologija u softverskom inženjeringu.

# POČETAK KORIŠĆENJA VEŠTAČKE INTELIGENCIJE

Razvoj softverskog inženjeringa tokom poslednjih decenija bio je obeležen sve većim oslanja- njem na automatizaciju, kao ključni faktor u unapređenju efikasnosti i pouzdanosti procesa ra- zvoja softvera. Uvođenje automatizacije obeležilo je prelazak sa tradicionalnih, manuelnih me- toda rada na korišćenje alata i tehnologija koje mogu preuzeti repetitivne i mehaničke zadatke, čime su se softverski inženjeri oslobodili da se fokusiraju na kreativne i složenije aspekte razvo- ja. Istovremeno, početak primene veštačke inteligencije u softverskom inženjeringu označio je novu eru, u kojoj su mašine počele da igraju aktivnu ulogu u generisanju, testiranju i optimiza- ciji koda, otvarajući vrata inovacijama koje su do tada bile nezamislive.

Automatizacija u razvoju softvera prvi put je značajnije primenjena kroz alate za upravljanje verzijama i kontrolu izvornog koda, koji su omogućili programerima da efikasnije sarađuju u timovima i izbegnu konflikte prilikom integracije različitih delova koda (Alowais et al., 2023). Sistemi poput Git-a i Subversion-a postali su standard u industriji, obezbeđujući ne samo kon- zistentnost koda, već i mogućnost praćenja istorije promena i lakog povratka na ranije verzije u slučaju grešaka. Pored toga, alati za automatizaciju kompilacije i izgradnje softvera, kao što su Maven i Gradle, značajno su ubrzali proces pripreme koda za testiranje i implementaciju, sma- njujući potencijal za ljudske greške i omogućavajući veću pouzdanost.

Sredinom 2000-ih godina, razvoj softvera ulazi u novu fazu sa širenjem praksi kao što su kon- tinuirana integracija (CI) i kontinuirana isporuka (CD). Ove prakse, podržane alatima poput Jenkins-a, Travis CI-a i CircleCI-a, omogućile su timovima da automatski integrišu promene u kodu, izvršavaju testove i implementiraju ažuriranja u realnom vremenu. Automatizacija ovih procesa ne samo da je ubrzala cikluse razvoja, već je i značajno smanjila rizik od grešaka koje proizlaze iz manuelnog upravljanja timovima i sistemima. Ova faza automatizacije označila je prvi korak ka inteligentnijim sistemima, jer su ovi alati počeli da uključuju osnovne forme ana- litike i predikcije kako bi unapredili proces donošenja odluka (Ford, 2018).

Početak korišćenja veštačke inteligencije u softverskom inženjeringu obeležen je razvojem alata koji koriste mašinsko učenje za rešavanje specifičnih problema. Prvi značajni primeri uključuju alate za statičku analizu koda, koji koriste algoritme za identifikaciju potencijalnih grešaka i ranjivosti u kodu pre nego što se izvrši njegovo testiranje. Ovi alati, poput SonarQube-a, omo- gućili su programerima da unaprede kvalitet koda, identifikujući probleme koji bi inače mogli proći nezapaženo tokom manuelne revizije. Dodatno, AI algoritmi su se pokazali korisnim u optimizaciji performansi aplikacija, analizirajući obrasce upotrebe i predlažući prilagođavanja kako bi se postigla optimalna efikasnost.

Jedan od najvažnijih koraka u razvoju veštačke inteligencije u softverskom inženjeringu bilo je uvođenje alata za generisanje koda zasnovanih na mašinskom učenju. Ovi alati, poput GitHub Copilot-a i OpenAI Codex-a, koriste velike jezičke modele trenirane na obimnim skupovima podataka kako bi generisali kod na osnovu tekstualnih zahteva programera. Umesto ručnog pisanja linija koda, programeri sada mogu da opišu funkcionalnosti koje žele, dok AI generiše odgovarajući kod u realnom vremenu (Kaplan & Haenlein, 2020). Ova tehnologija značajno smanjuje vreme potrebno za razvoj aplikacija i omogućava programerima da se fokusiraju na dizajn i arhitekturu sistema, dok repetitivni zadaci postaju automatizovani.

Primena veštačke inteligencije takođe je transformisala proces testiranja softvera, koji je tradi- cionalno bio jedan od najdugotrajnijih aspekata razvoja. AI alati za automatizaciju testiranja, poput Applitools i Testim.io, koriste algoritme mašinskog učenja za identifikaciju potencijalnih problema u korisničkom interfejsu, performansama i funkcionalnostima aplikacije. Ovi alati su sposobni da uče iz prethodnih iteracija testiranja i da se prilagođavaju promenama u aplikaciji, omogućavajući dinamičko testiranje koje je znatno efikasnije od tradicionalnih metoda. Pored toga, veštačka inteligencija se koristi za simulaciju korisničkog ponašanja, pružajući uvide u to kako će se aplikacija ponašati u stvarnom svetu, što dodatno unapređuje kvalitet i pouzdanost softverskih proizvoda (Kaplan & Haenlein, 2020).

Početak korišćenja veštačke inteligencije u razvoju softvera ne donosi samo tehnička unapređe- nja, već postavlja i nova pitanja i izazove. Jedno od ključnih pitanja odnosi se na etiku i odgo- vornost za kod generisan od strane AI sistema. Dok AI alati mogu generisati funkcionalan kod u rekordnom roku, postavlja se pitanje njegove pouzdanosti, sigurnosti i potencijalnih posledica grešaka u kritičnim aplikacijama. Osim toga, uticaj veštačke inteligencije na ulogu programera izaziva zabrinutost u vezi sa mogućnošću smanjenja potrebe za određenim vrstama poslova u ovoj oblasti.

Uvođenje automatizacije i veštačke inteligencije u softverski inženjering promenilo je način na koji se razvijaju, testiraju i implementiraju softverski sistemi. Ove tehnologije omogućavaju ne samo veće uštede vremena i resursa, već i značajno povećanje kvaliteta i sigurnosti softverskih rešenja. Iako se industrija još uvek nalazi u fazi prilagođavanja ovim transformacijama, postaje jasno da će automatizacija i veštačka inteligencija igrati sve značajniju ulogu u budućnosti ra- zvoja softvera.

# KONCEPT PRIMENE VEŠTAČKE INTELIGENCIJE U SOFTVERSKOM INŽENJERINGU

Veštačka inteligencija (AI) predstavlja naučnu disciplinu koja se bavi razvojem sistema sposob- nih da obavljaju zadatke koji zahtevaju inteligenciju sličnu ljudskoj, poput učenja, zaključivanja,

rešavanja problema i donošenja odluka. U kontekstu softverskog inženjeringa, veštačka inteli- gencija postaje ključna tehnologija koja transformiše tradicionalne procese razvoja, omoguća- vajući programerima i timovima da prevaziđu ograničenja manuelnog rada, unaprede produk- tivnost i poboljšaju kvalitet isporučenih softverskih rešenja. Osnove veštačke inteligencije u ovoj oblasti zasnivaju se na razumevanju njenih osnovnih principa, tehnika i potencijalnih primena.

Veštačka inteligencija (AI) je multidisciplinarna oblast računarstva koja ima za cilj razvoj si- stema sposobnih da obavljaju zadatke koji tradicionalno zahtevaju ljudsku inteligenciju, kao što su učenje, zaključivanje, rešavanje problema, razumevanje jezika i donošenje odluka. Iako definicije mogu varirati, suština veštačke inteligencije leži u stvaranju mašina koje mogu opona- šati ili čak prevazići ljudske kognitivne sposobnosti u specifičnim domenima. AI se oslanja na algoritme i tehnologije koje omogućavaju računarima da uče iz podataka, prepoznaju obrasce, prilagođavaju se novim informacijama i donose autonomne odluke.

Jedna od najčešće korišćenih definicija veštačke inteligencije opisuje je kao sposobnost mašina da interpretiraju spoljne podatke, uče iz tih podataka i koriste stečena znanja za ostvarivanje ci- ljeva sa visokim stepenom autonomije. AI sistemi su dizajnirani tako da simuliraju procese raz- mišljanja i zaključivanja, bilo kroz rešavanje složenih matematičkih problema, prepoznavanje vizuelnih obrazaca, ili analiziranje prirodnog jezika (Wang et al., 2023). Osnovni koncepti ve- štačke inteligencije obuhvataju nekoliko ključnih tehnologija i metoda (Al Kuwaiti et al., 2023):

1. Mašinsko učenje (Machine Learning): Mašinsko učenje je podskup veštačke inteligencije koji se fokusira na razvijanje algoritama koji omogućavaju računarima da uče iz podataka i una- pređuju svoje performanse bez eksplicitnog programiranja. Algoritmi mašinskog učenja dele se na tri glavne kategorije: nadgledano učenje (supervised learning), nenadgledano učenje (unsupervised learning) i učenje pojačanjem (reinforcement learning). Nadgledano učenje koristi označene skupove podataka za obuku modela, dok nenadgledano učenje analizira neoznačene podatke kako bi identifikovalo obrasce i strukture. Učenje pojačanjem, s druge strane, koristi sistem nagrada i kazni za donošenje optimalnih odluka u dinamičnim okruže- njima.
2. Duboko učenje (Deep Learning): Duboko učenje je napredna grana mašinskog učenja koja koristi višeslojne neuronske mreže za obradu velikih i kompleksnih skupova podataka. Ove mreže su inspirisane načinom na koji funkcioniše ljudski mozak, pri čemu se informacije prolaskom kroz različite slojeve mreže postupno transformišu i apstrahuju. Duboko učenje je osnova mnogih savremenih AI tehnologija, uključujući prepoznavanje govora, obrade slike i generisanje prirodnog jezika.
3. Obrada prirodnog jezika (Natural Language Processing - NLP): NLP omogućava računari- ma da razumeju, interpretiraju i generišu ljudski jezik. Ključni koncepti u NLP-u uključuju analizu sintakse, semantike i pragmatike jezika, što omogućava primenu u alatima poput vir- tuelnih asistenata, sistema za prevod i automatskog generisanja tekstova. Tehnologije NLP-a koriste se u softverskom inženjeringu za razvoj pametnih alata za kodiranje, analiza doku- mentacije i automatizaciju korisničkih interakcija.
4. Računarska vizija (Computer Vision): Ova oblast omogućava računarima da analiziraju i in- terpretiraju vizuelne informacije iz sveta, poput slika i video sadržaja. Tehnologije računarske vizije koriste se u softverskom inženjeringu za automatizaciju testiranja korisničkog interfej- sa, prepoznavanje vizuelnih obrazaca i analizu vizuelnih podataka.
5. Planiranje i optimizacija: Ovaj segment AI-a odnosi se na metode koje omogućavaju raču- narima da analiziraju složene sisteme, predviđaju potencijalne ishode i optimizuju resurse za postizanje definisanih ciljeva. Tehnologije planiranja i optimizacije koriste se u softverskom inženjeringu za upravljanje projektima, alokaciju resursa i optimizaciju performansi softver- skih sistema.

# ZAKLJUČAK

AI tehnologije donose neosporne prednosti, poput ubrzavanja procesa razvoja, automatizacije repetitivnih zadataka, unapređenja kvaliteta koda i poboljšanja produktivnosti programera. Me- đutim, istovremeno, one postavljaju izazove u vezi sa pouzdanošću generisanog koda, bezbed- nošću, privatnošću, pristrasnošću, odgovornošću i uticajem na radnu snagu.

Primena veštačke inteligencije u razvoju softvera omogućava timovima da brže i efikasnije ispo- ručuju rešenja, smanjujući troškove i vreme potrebno za implementaciju. Automatizacija zada- taka poput pisanja osnovnog koda, testiranja, otklanjanja grešaka i dokumentacije omogućava programerima da se fokusiraju na kreativnije i strateške aspekte razvoja. AI alati postaju drago- ceni saveznici u otkrivanju i eliminaciji grešaka u ranim fazama razvoja, čime se poboljšava uku- pni kvalitet softverskih rešenja. Pored toga, automatizovana analiza koda i predikcija problema omogućavaju proaktivno održavanje i skalabilnost sistema.

Potencijal AI tehnologija dolazi sa značajnim rizicima koji zahtevaju pažljivo upravljanje. Ge- nerisanje koda na osnovu obimnih skupova podataka može dovesti do replikacije zastarelih praksi, ranjivosti i pravnih problema vezanih za autorska prava. Nedostatak transparentnosti u AI modelima otežava razumevanje odluka koje donose, što može negativno uticati na poverenje programera i organizacija u kvalitet generisanih rešenja. Etika korišćenja AI alata, uključujući odgovornost za greške, zaštitu privatnosti i sigurnost podataka, ostaje ključno pitanje koje zah- teva regulatorne smernice i standarde.

AI tehnologije takođe redefinišu ulogu programera, transformišući način na koji rade i zahteva- jući nove veštine. Programeri će sve više preuzimati uloge supervizora i kreatora strategija, dok se osnovni zadaci automatizuju. Ovo pruža priliku za unapređenje profesionalnih veština, ali istovremeno može izazvati nesigurnost kod manje iskusnih programera i promeniti dinamiku na tržištu rada.

Kako AI tehnologije nastavljaju da evoluiraju, ključni izazov leži u postizanju balansa između automatizacije i ljudske intervencije. AI treba posmatrati kao alat koji pojačava ljudske sposob- nosti, a ne kao zamenu za njih. Dalji razvoj i primena AI-a zahtevaće interdisciplinarni pristup, uključujući tehničku inovaciju, etička razmatranja i pravnu regulaciju kako bi se obezbedila odgovorna, transparentna i bezbedna upotreba ovih tehnologija.

Veštačka inteligencija predstavlja revoluciju u razvoju softvera koja donosi nove mogućnosti, ali i izazove koji zahtevaju kontinuirano prilagođavanje. Budućnost AI-a u programiranju leži u njegovoj sposobnosti da obezbedi fleksibilnija, pouzdanija i sigurnija softverska rešenja, dok istovremeno osnažuje programere i organizacije da odgovore na kompleksne izazove modernog tehnološkog doba. Istraživanje na temu revolucija u razvoju softvera: uticaj veštačke inteligen- cije na produktivnost i kvalitet programiranja ukazuje da sa pažljivim upravljanjem, AI ima potencijal da postane ključni stub inovacija i napretka u softverskoj industriji.
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# REVOLUTION IN SOFTWARE DEVELOPMENT: THE IMPACT OF ARTIFICIAL INTELLIGENCE ON PRODUCTIVITY AND CODE QUALITY

**Abstract**

Software development is undergoing a fundamental transformation thanks to the integration of artifi- cial intelligence (AI). This thesis explores how AI is redefining software engineering through code au- tomation, development optimization, enhanced testing, and improved software system maintenance. It examines the impact of machine learning, generative models, and intelligent tools on programmer productivity, software quality, and development process efficiency. Special attention is given to ethical challenges, security risks, and shifts in traditional roles within the software industry. Based on an anal- ysis of the latest technologies and case studies, the study concludes that AI not only accelerates software development but also lays the foundation for a new paradigm in this field.
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